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Abstract. We study how phase information is developed and transferred between Bose—Einstein
condensates. First, we investigate how the phase of an output pulse of an idealized atom laser can
be controlled. We then use quantum simulations to show how a relative phase between coupled
systems is established by dissipation and atomic interactions. Our simulations show that each
realization settles to the same relative phase between modes: for uncoupled systems the phase
varies from realization to realization. We use this to demonstrate how condensates may ‘naturally’
possess a relative phase, and to explain the phase-locking mechanism in a recent experimental
demonstration of a mode-locked atom laser.

1. Introduction

Several recent papers have discussed phase in mesoscopic Bose condensed systems [1-3]. They
have shown that a relative phase between condensates is readily produced by measurement.
In a recent paper we discussed a phase standard for Bose-Einstein condensates [4] based on
the relative phase between condensates and the associated entanglement. This entanglement
was produced by the phase measurement process itself and gave a definition of phase free
from ad hoc assumptions about the initial state of the condensates involved. In this paper, we
want to extend our analysis of phase to systems of coupled condensates. This is of special
interest due to recent experimental advances in creating superpositions of condensates in two
hyperfine levels [5] and chains of coupled trapped condensates [6]. In particular, we want to
study how phase information is established and transferred between the condensates, both with
and without the effects of dissipation.

In section 2, we begin by investigating the effect of a Josephson-like transfer on the
phase of a condensate and see whether we can predict and control the phase of the transferred
component. In section 3, we study how phase is transported along a set of coupled condensates
if we make measurements which establish a phase at one site. Finally, in section 4, we extend
this idea to demonstrate how dissipation and interactions can naturally give rise to phase in
systems of coupled condensates. This has been inspired by arecent experimental demonstration
of a mode-locked atom laser [6], in which the output from a lattice of coupled condensates is
observed as a train of atomic pulses, providing a clear demonstration of phase-locking of the
condensate modes.
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2. Phase of Josephson-transferred condensates

2.1. Introduction

Let us first discuss the form of the coupling between condensates. Josephson coupling [7] can
be achieved through quantum mechanical tunnelling or by coupling with laser fields. Raman
transfer, i.e. a stimulated transfer to another internal atomic state, can be brought about by
applying two laser fields to a condensate [8]. This preserves the coherence and can be used
for atomic beamsplitters [9] and output couplers for atom lasers [10].

Hall et al [11] used Raman pulses to create an interferometer by transferring half the
population in a condensate to another trapped state. They then allowed the system to evolve
before recombining the two components and studying the interference pattern in their region
of overlap. Among other things, they demonstrated that the relative phase between the two
components is fixed and repeatable. This means that one should be able to transfer a condensate
into a number of different modes, all with the same phase relationship to the original.

The question arises as to whether we can go one step further and predict the value of the
relative phase between the two components? It may seem obvious to some that the phase of the
transferred component should be identical to that of the original. In fact, we shall show that it
is not always so. In this section, we discuss simulations of the transfer process and investigate
the reproducibility of the relative phase as well as its value. We also investigate how the phase
depends on the system parameters and how to prepare condensates with a given phase relative
to their mother. This is of particular interest in relation to the output pulses from atom lasers,
since they rely on Josephson-like transfer as the output coupling mechanism [12].

2.2. Phase preparation

The first step in our scheme is to establish and measure a relative phase between the condensate
and the phase standard. We follow a procedure similar to that outlined in previous work [4].

We consider three condensate modes, identified in turn with the annihilation operators a,
b and c. Initially @ and b are taken to be in number states and we allow outputs from these
modes to be incident on the ports of a 50:50 beamsplitter (see figure 1). Detecting atoms
at the two output ports entangles the modes as we cannot know from which mode an atom
comes. This entanglement leads to the establishment of a relative phase between the modes.
This is the temporal analogue of the measurement-induced entanglement scheme proposed by
Javanainen and Yoo [1].

We use a quantum jump method [13], to keep track of the quantum state of the three-mode
system at all times. This enables us to keep a full record of all the entanglements. If we
transform to a frame rotating at the frequency of mode a, w,, the field operators at the two
output ports of the beamsplitter, in the Heisenberg picture, are

Ci = V«/2 (a+ibe ™) (1)
C> =V« /2 (ia + be ) ()

where k is the rate of detection of atoms, Q2 = wj, — w,, and wy, is the frequency of mode b.

The procedure for simulating this measurement process and keeping track of the quantum
state of the system conditioned on all the previous detections, |1/}, is outlined in other work
[4]. The state vector at the end of this process is

[Ve) = (ZXZ:

l
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(iii)

Beamsplitter
Detectors

Figure 1. The three-mode set-up. (i) In the first stage, condensates a and b are the inputs to a
beamsplitter and we record atomic detection times at the two output ports. (ii) In the second stage
we Raman transfer part of mode b (now entangled with @) to mode ¢, which is initially empty. (iii)
Finally, we measure the relative phase between a and ¢ and also between a and b and compare with
the results of the phase measurement in (i).

where N is the initial number of atoms in each of modes a and b, [ is the number of atoms
detected (I < N), and {d;} are the coefficients determined by the numerical simulation. Modes
a and b are entangled by the measurement process, and mode c is unaffected.

Throughout the simulation, we calculate the relative phase between a and b.
Mathematically, this can be written as

Bha (1) = arg {(Ye(D)|a"blye(1))}. “

Although this is not the most general definition of the phase [14], it is sufficient for our present
purposes. The measurement scheme serves the dual role of both creating and measuring the
relative phase. This phase (4) may be found by taking the difference in the number of atoms
detected at each port, D(z), per time interval, A¢. For zero phase difference, we would expect
equal numbers of detections at each port, and for a leading (lagging) b by 7 /2 we would expect
more detections at port 1 (2). This means that for non-degenerate modes we would expect to
see a sinusoidal time dependence of the difference in numbers of atoms detected at the two
ports. In analogy with the position of the spatial fringes in interference experiments, we can
use the ‘time position’ of the temporal fringes as a measurement of the relative phase.

On average, the difference in the number of atoms detected at each port per time interval
is given by

D)/ At = (%(t)ICfClllﬁc(t» - (%(I)IC;CzI%(t)) ©)
=ik ((a'b)e™ — (b'a)e ™). (6)
We can write

(a'b) = [{a"b)| P ® (7
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Figure 2. The time evolution of the relative phase between modes a and b is shown in (a) for
N = 1000 and 10% of the atoms detected. The relative phase (modulo (277)) is plotted against
the dimensionless quantity k¢, where « is the rate of detection of atoms. A phasor diagram of the
relative phases of the three modes after the Raman transfer for § = 0, is shown in (b). Mode a is
used to set the zero of phase.

where ¢, (t) contains the part that varies from realization to realization. With this substitution
we obtain

D(t)/At = =2k sin (2 + ¢pa (1)) ®)

So the relative phase is given by the argument of the sinusoidal plot of the difference in the
number of atoms detected at each port per time interval. For our results, we subtract the known
deterministic component, 1.

A plot of ¢p,(¢) is shown in figure 2(a) for a system which initially has 1000 atoms in
each trap and for which we detect about 10% of the atoms in the measurement process. As
expected, the relative phase is initially undefined. Then, as atoms are detected, it fluctuates for
a while before settling down to an approximately fixed constant value. This value is random
and varies for measurements made on identically prepared systems.

2.3. Phase transfer

In the second part of this scheme, we coherently transfer a fraction of mode b, now entangled
with the phase standard, a, to mode ¢, which is initially empty. Finally, we measure the relative
phases between each of modes b and ¢ with the phase standard, and thereby determine the
relative phase between b and c.

The Hamiltonian for the transfer may be written as

H=wyb'b+w.cfe+T (bcT e loat 4 pTe ei‘“d") 9)

where wqy; is the driving frequency and the coupling strength, I', is real. For the sake
of simplicity, in this section we are neglecting interactions between atoms. However,
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these interactions, which lead to interesting effects such as collapses and revivals of the
condensate phase [15], can readily be included in this formalism and we will reintroduce
them in sections 4.2 and 4.3. In the interaction picture, we can write the Hamiltonian
as

Hy =T (c'bexp (i61) + b cexp (—is1)) (10)

where § = w, — wp — wq 1s the detuning between the driving and transition frequencies.

We define a new parameter, n = t/ty, which is the coupling time (in practice, the duration
of the transfer pulse), ¢, scaled by #y = /2T, the time required to transfer the population
completely from b to c. This parameter has the values n = 0 for no transfer, = 0.5 for
transfer of half of the population, and n = 1 for complete transfer. Rewriting equation (10) in
terms of 1, the time evolution operator, Up,, to transfer from mode b to mode c is given by

ch(n’ 8’ F) = eXp (_IHII)
= exp (—4inm [¢'bexp(imnd/2T) + b'c exp(—imns/2I)]). (11)

The transfer is performed simply by operating on state (3) with (11). After this stage, we can
write the state vector as

We) =Y e jl2N =1 —i = j)ali)slide (12)
)
where {e¢; ;} are coefficients determined by the numerical simulation.
Finally, we calculate the phases of the transferred and non-transferred components relative
to the phase standard, respectively, ¢., and ¢,, and thereby determine the phase between b
and ¢, Pp..

2.4. Results

To begin with, we consider the case where the transition between modes b and c is driven
on resonance, § = 0. In this case, our simulations show that mode b always leads mode ¢
by /2, regardless of the strength of the coupling or the size of the fraction transferred. An
example of this is shown in the phasor diagram of figure 2(b), where we have used a to fix the
zero of phase, as is the role of the phase standard. As expected, the relative phase between a
and b varies randomly from realization to realization, however, there is always a fixed phase
difference of 7 /2 between b and c.

If we consider the case of two Josephson-coupled condensates without the phase standard,
we obtain the same result. In this case, where mode b is initially in a number state, |N), and
mode c is empty, |0), the phase is given by

duc(t) = arg {(O(N|exp [il't (c'b + bTc)] c'bexp [—iT't (cTb + bc) | IN)I0)}. (13)
This can be simplified, using the operator theorem [16]
2
e‘BAe™t8 = A+ ¢[B, A]+%[B, [B, All+---. (14)

After some algebra, equation (13) reduces to
Puc(1) = arg { 1iN sin(2I'1) }. (15)

This shows that, for no interactions, all the atoms undergo independent Rabi oscillations. It
is clear from (15) that |¢;.| has the value /2, for all times other than integer multiples of
t = m/(2I'), at which times the phase is undefined. For 0 < ¢ < 7 /(2I'), ¢ always lags b by
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Figure 3. Plot of how the relative phase between b and ¢, ¢p. varies with (a) 8/ " when n = 0.5,
and (b) n when §/ " = 1. All axes are unitless.

7 /2, which is in agreement with our simulations. The times for which the phase is undefined
are also easily explained as when all the population is in one mode. For odd multiples of
t = /(2I'), mode b is empty and mode c is in the number state |N), the converse is true for
even multiples of r = 7r/(2I"). Clearly each of these situations has no phase information. The
relative phase arises as soon as there is any entanglement between the modes, and is seen to
always be /2 for degenerate modes.

We can consider (11) to be the function of two variables: n and the ratio of the detuning
to the coupling strength, 6/ I". A plot of how ¢, varies with n and §/ I" is shown in figure 3.
In figure 3(a), the transferred fraction is fixed at n = 0.5 and we plot how ¢, varies with
8/ . Infigure 3(b), we fix §/ I = 1 and investigate how ¢, varies with 5. For no interactions
between the atoms, these plots do not vary with atom number.

We find that the phase difference between modes b and c tends to 7 /2 (with mode b
leading) independently in the limit of §/T" — 0 or n — 0. The first limit corresponds to a
detuning much smaller than the coupling strength. The second limit corresponds to a short
coupling time, which is the case if only a very small fraction is transferred or if the coupling
is very strong, ' — oo.

For realistic systems, the interactions play an important role and we would need to include
the effect of them in our calculation before making an accurate prediction of experimental
results. However, keeping this in mind, we would like to get a feel for the expected phase
difference by substituting parameters from a recent experiment.

Hall e al [11] have carried out a transfer of population and presented results for detunings
of §; =27 x 200 Hz and §, = 27w x 350 Hz. The coupling strength in their experiment was
I' = 27 x 625 Hz and half of the population was transferred in each step, n = 0.5. Neglecting
the effect of interactions, for n = 0.5 and 6,/ " = 0.32, our simulation predicts a relative
phase between b and ¢ of ¢y /m = 0.47. For n = 0.5 and 6,/ I' = 0.56, we predict a relative
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phase of ¢p./m = 0.45. Experimentally, the detuning can be varied readily, allowing control
over the phase of the transferred component.

Figure 3 shows us that, with a careful choice of the parameters n and especially §/ ", we
can transfer condensate components with the phase we want. This means that not only do we
know that interference fringes will form in an interference experiment but that we can predict
their positions.

3. Measurement-induced phase-locking

3.1. Introduction

We would now like to investigate how phase information is communicated along a chain of
coupled condensates. This is of particular interest due to the recent experimental demonstration
of a mode-locked atom laser [6]. In this experiment, condensates were trapped in the antinodes
of an optical standing wave, and each site in this chain was coupled with its neighbours by
quantum mechanical tunnelling. The output from the lattice was observed as a train of ‘mode-
locked’ atomic pulses, demonstrating that each site has identical relative phases.

This study is relevant to the more general issue of how phase information is transported
across a condensate of finite spatial extent. In particular, if the phase symmetry is broken at
one point, does that induce symmetry breaking across the whole condensate?

We investigate condensates on spatially separated sites, coupled to their nearest
neighbours. By breaking the symmetry at one of the end sites, we can see whether phase
information is transported along the chain. In particular, we wish to see whether each mode
acquires a fixed and predictable phase relationship with the end mode.

Recently, a study of a coupled two-mode system has been carried out using a semiclassical
(mean-field) approach [17] and, among other things, predicts phase-locking of the condensate
modes. Here, we perform a quantum calculation which also deals with the issue of how the
phase symmetry is broken, rather than assuming a priori that each condensate can be assigned
a phase.

3.2. Simulation of phase-locking

The system we consider consists of two condensates, b and ¢, which are Josephson-coupled.
We make measurements which entangle one site with a phase reference condensate [4]. Our
arrangement is very similar to that shown in figure 1. The only differences are that initially
all the modes are in number states with the same number of atoms, and measurements of the
interference pattern between a and b occur in the presence of Josephson coupling between b
and c. In the previous section, we established a relative phase between a and b and, only after
that was done, did we couple modes b and c.

Our simulation in section 2 can easily be modified for this system by including a Josephson
coupling term in the system Hamiltonian. The coupling takes the same form as in the previous
section, equation (10), with § = 0. With this inclusion, the system Hamiltonian becomes

Hy = a)aaTa + a)bbTb + a)ccTc +I (bTC + ch). (16)

We need to perform a three-mode calculation rather than two two-mode calculations as in
section 2. This slows down the calculation considerably and for this reason we consider only
small atom numbers. For the simulations shown here, we consider 50 atoms in each trap.
Halfway through each of the simulations, we turn the detections off and observe how the
relative phase evolves under the influence of the Josephson coupling alone.
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Figure 4. Demonstration of phase-locking. (a) Plot of the phases of modes b and ¢ relative
to the phase standard, ¢p, (full curve) and ¢., (broken curve), as a function of time. (b) Plot
of ¢pc = ¢ba — Pca against time. (c) Time variation of the populations in the symmetric and
antisymmetric superpositions of the trap modes.

3.3. Results

Results are shown in figures 4 and 5. For our simulations, we consider modes b and ¢ to be
degenerate with @,/ I" = 5. We take the frequency difference between a and b to be 40 times
larger than the atomic detection rate, w, — w, = 40«, and we detect about 30 atoms in each
realization.

In figures 4(a) and 5(a) the relative phases between each of the condensates in the chain
and the phase standard, ¢, and ¢.,, are plotted as a function of time while the simulation
takes place. In each case, we see that the relative phases jump around for a while before
settling down. This is what we would expect while the relative phase between a and b is being
established by the measurement process.

Eventually, the relative phases tend to a regular periodic pattern demonstrating a linear
relationship between relative phase and time. This dependence is established while the
detections are being made and continues after they are turned off. The discontinuities in
figures 4(a) and 5(a) are simply due to the fact that we have plotted the relative phases modulo
2.

The striking difference between these two results is that in figure 4(a) the phases of b and ¢
lock to the same value relative to the phase standard, whereas in figure 5(a) they are completely
out of step. This is illustrated more clearly in figures 4(b) and 5(b), where we have plotted the
relative phase between modes b and c as a function of time, ¢p. () = ¢pa (1) — Pea(t). We see



Phase between coupled Bose—Einstein condensates 3815

e 1 i ” i k l‘ T ~ o T T T T
g |t -
e"_O*"H‘ |\: -7 .
e ‘ e @
\m | \‘" \ | | - -
o PI ek ol | -
_e-_1 ul L,“ *‘ 1 1”/1 I L
0 0.2 0.4 0.6 0.8 1 1.2
1 [ T T T T T T
AN
8 0)
=
O 1 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1 1.2
100 x w w x x :
[
o . .
b= antisymmetric
g 50
O .
o symmetric
o 1 | | | |
0 0.2 04 0.6 0.8 1 1.2
xt

Figure 5. Demonstration of phase antilocking. (a) Plot of the phases of modes b and c relative
to the phase standard, ¢p, (full curve) and ¢., (broken curve), as a function of time. (b) Plot
of |ppe| = |Ppa — ¢eql against time. (¢) Time variation of the populations in the symmetric and
antisymmetric superpositions of the trap modes.

that in figure 4(b), ¢ oscillates for a while before settling to the constant value ¢, = 0, and
in figure 5(b) |¢p.| settles to 7, that is the modes are exactly out of phase. All our simulations
randomly give one of these two results: the phases of the two modes in the chain always either
lock or antilock.

We can understand these results if we consider the eigenstates of the system. For a
two-mode system with linear coupling and no interactions between atoms, the eigenstates are
simply the symmetric and antisymmetric superpositions of the trap modes. If we write the
trap wavefunctions for modes b and c, respectively, as ¥, and v, then the eigenfunctions are
Yoym = Yp + Y and Yagym = ¥ — Y. We can write this as

V=, (7

where ¢ = 0 for the symmetric mode, ¥sym, and ¢ = m for the antisymmetric mode, V¥ysym.
The eigenstates correspond to the phases of the two traps either being in phase or antiphase.
An analogy can be drawn with two coupled pendulums. The normal modes for this system are
those where the pendulums swing perfectly in step or half a cycle out of phase.

The tendency for the system to occupy one of the eigenstates is shown in figures 4(c) and
5(c). In these, we have plotted the populations of the symmetric and antisymmetric eigenstates
as a function of time. In figure 4(c), we see that the population of the antisymmetric mode
vanishes and all the atoms occupy the symmetric mode. This is consistent with the fact that
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the relative phase between modes b and c tends to zero. The converse is true in figure 5(c): all
the atoms occupy the antisymmetric mode and the relative phase between b and ¢ tends to 7.
We will discuss these results using a semiclassical model in the next section.

It is not surprising that a phase relationship develops between the modes. The coupling
between b and ¢, when we measure the interference pattern between a and b, means that we do
not know from which of the three modes a detected atom has come. This leads to entanglement
between all three condensates.

3.4. Comparison with a semiclassical model

A useful way to understand these results is to perform a semiclassical analysis of the system.
Such an approach is only approximate and requires that we make certain assumptions, such
as each condensate initially having a well defined phase. Nonetheless, it is a powerful
technique for understanding the dynamics of the system and has allowed previous authors
to predict interesting features such as w-oscillations and macroscopic quantum self-trapping
[18]. Following a similar approach, for degenerate modes and non-interacting atoms, the
equations of motion for the system are

z2(t) = =21 — 22(¢) sin(¢p (1)) (18)
¢(t) = 2T O cos(¢ (1)) 19)
V1—=22(r)

where ¢ (¢) is the phase of mode b relative to ¢, and we have defined the quantity of fractional
population imbalance, z(t) = (N, (¢t) — N.(¢)) /N, where N;, and N, are the numbers of atoms
in modes b and ¢, and N is the constant total number of atoms.

The stationary solutions of this system are ¢ = 2nmw,z =0and ¢ = 2(n + 1),z = 0,
where n is an integer. We see that the two stationary solutions are when the populations in
each trap are equal and the phases (modulo (277)) are either in step or half a cycle out of step.
That is, the stationary solutions are the symmetric and antisymmetric eigenstates of the system.
This is in agreement with the results of our simulations.

We can perhaps see this more clearly by linearizing (19) in z,

¢ = —3sinQep (1)) — 2(1) sin(p(1)) + O(27). (20)

This is justified since, for non-interacting atoms, our simulations show that if the traps initially
have equal populations, the populations remain very nearly equal for all time, i.e. |z(¢)| < 1.
Following the argument of Raghavan et al [18], this suggests a mechanical analogy in which
a particle, of mass unity, with spatial coordinate ¢ moves in the potential

V($) = —1 cos(2¢) — zcos(p) + O(z*) (1)

which haslocal minimaat ¢ = 0 as well as ¢ = =+, and confirms the results of our simulations.

Our simulations show that for non-zero interactions between atoms, the relative phase
between the traps depends on the sign of the interaction. For repulsive interactions, the system
tends towards the symmetric mode with zero phase difference between the traps (a typical
trajectory looks like figure 4). Conversely, for attractive interactions, the system tends to the
antisymmetric mode with  phase difference (a typical trajectory looks like figure 5). This
agrees with the semiclassical approach of Raghavan et al [18].
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4. Natural phase-locking

4.1. Dissipation

In the previous section, we observed phase-locking along a chain of condensates when a
phase was established between the end sites by measurement. In the experiment of Anderson
and Kasevich [6], however, no such measurement was made. We would like to understand
the mechanism by which the phases could lock in this case. We begin, in this section, by
considering the effect of dissipation at one of the sites. In the following sections, we will
consider interactions and then the combined effect of interactions and loss.

We begin by calculating the relative phase for a two-mode system with no loss and with
each mode initially in the same number state. The phase between modes a and b is given by

Pra (1) = arg {(N|(N| U}, (1) a’b Uy (t) IN)IN) } (22)
where
Ua(t) = exp [—ilt (a'b + b a)] (23)
if the modes are degenerate. This can be simplified, using (14), to give
da(t) = arg {J(N[(N|[i (b'b — a’a) sin(2Tt) + (a’b — b'a) cos(2T't) + b'a] IN)|N)}
= arg(0) 24)

which is undefined for all time, i.e. the system has no phase information. In fact, a more
general definition of phase [14] shows that phase information does exist for this system, but
cycles with time. At odd multiples of /4T, the relative phase between the modes is zero, and
at even multiples of 7 /4T, the relative phase is undefined. We are only interested in the case
where the phase stabilizes with time. However, when dissipation is introduced at one site (or
both sites), the number symmetry of the system is broken and, as we shall see below, a stable
relative phase can develop between the modes.

For our simulations, we consider a chain of three condensates, all initially in number
states with the same number of atoms. Each mode is coupled to its neighbours by quantum
mechanical tunnelling (see figure 6).

We use a quantum jump method (as outlined above) to simulate the loss process from
mode a. A phase will not be established if the modes are degenerate. For simplicity, we take
the mode frequencies to be in the ratio w, : wp, : w. = 1 : 2 : 3. We take the ratio of the mode
couplings to the trap frequencies as I'/w, = 0.1 and the ratio of the detection rate to the trap

a

/ Coupling

Loss

-

b Coupling

C

Figure 6. Chain of coupled condensates. Each pair of adjacent condensates is coupled by quantum
mechanical tunnelling and there is dissipation from mode a.
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Figure 7. Phase-locking due to dissipation. In each figure we have plotted phase against the
dimensionless quantity xt: (a) ¢pq; (b) ppa With the deterministic part removed; (¢) @pc; (d) dbe
with the deterministic part removed. There are initially 50 atoms in each mode.

frequencies as x /w, = 0.01. This means that the loss rate is much smaller than the coupling
frequency which is, in turn, much smaller than the trap frequencies. We take N = 50, i.e. each
trap is initially in a number state with 50 atoms. Typically about 30 atoms are lost from mode
a for each trajectory. To begin with, we ignore interactions between atoms.

The result of a simulation for a single trajectory is shown in figure 7. In figure 7(a) we
have plotted the relative phase between modes a and b. As expected, the phase is initially
undefined, which corresponds to the time before an atom is lost from the trap. However, once
an atom has been lost, a phase develops between the modes. We see in figure 7(a) that this is
initially unstable and fluctuates for a while before settling down to a steady linear relationship
with time. The discontinuities in this plot are purely an artefact of plotting the phase modulo
2m.

The linear relationship in the plot is due to the fact that there is a frequency difference
between modes a and b. We would expect there to be a deterministic component of the relative
phase dependent on w, — w,, which allows us to write the time dependence of the relative
phase as

Dra = (Wp — wy) t + Dpq (25)

where ®,, accounts for the stochastic non-deterministic part and can be thought of as the
Ppq-axis intercept if we were to fit a line to the linear part of the plot. In figure 7(), we have
plotted the time dependence of ®,,. This fluctuates for a while before settling to zero. The
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corresponding results for modes b and ¢ are shown in figures 7(c) and (d) and we see that we
obtain very similar results.

In this case, we do not detect atoms as they are lost from the condensate and so do not
know the times at which they escape. This means that, unlike previous cases which deal with
direct detection [4], we need to average over all trajectories. This is equivalent to using a
density matrix description which formalizes our uncertainty of the escape times.

The relative phase between the condensate modes is given, in terms of the density matrix,
as

bua(t) = arg[Tr{p()a'b}]. (26)

It is straightforward to show that the time dependence of the phase of our system is given by
simply averaging over the relative phases of individual trajectories.

We might expect that each trajectory will settle to a well defined phase, but that this phase
will vary randomly from run to run. This would mean that on the ensemble average the phase
information would be wiped out, which was the interpretation of the results in the papers
for which a relative phase was established by measuring the interference pattern between
two condensates [1]. In our case, however, a remarkable thing happens. In figures 7(a) and
(c), the results of each trajectory are random and different for the initial fluctuating time,
but then they always overlap in the linear region. This is seen more clearly in figures 7(b)
and (d) when the deterministic part of the phase has been removed. We see that, although
random to begin with, every trajectory rapidly settles to zero phase difference between the
modes.

This means that each trajectory is the same as the ensemble average, at least in the long-
time limit. In other words, we have a system for which the phase persists even in the ensemble
average. This is a remarkable result: our uncertainty in the times of the loss of the atoms does
not wipe out the phase.

The establishment of phase can be explained in a similar way to that of Javanainen and
Yoo [1]. Although all the atoms are removed from a, the modes are all coupled, so we do not
know which mode the atom has come from. This uncertainty leads to entanglement and the
establishment of a relative phase.

4.2. Interactions

Up until now, we have ignored an effect that will be present in any realistic system:
nonlinearities in the Hamiltonian due to the interactions between atoms. In this section, we
neglect dissipation and consider the effects of interactions alone.

This is easily simulated within the existing framework by setting the rate of loss to zero
and introducing nonlinear terms to the system Hamiltonian. The full three-mode Hamiltonian
including interactions and coupling becomes

Hy = a)aa?a + a);,bTb + a)CcTC + F(aTb +bla+bic+ c%b) + U(ama2 +b20% + c*zcz) 27

where U is the interaction strength. For simplicity, we have assumed that the coupling
strength is the same between both pairs of modes and that the same is true of the interaction
within each mode. We will take the modes to be degenerate w, = w, = o, = w. The
evolution for this system is deterministic and so we can evolve a state in time by direct
integration.

We use the experimental parameters of the experiment of Anderson and Kasevich [6]. In
this case, the kinetic energy per particle is E = kg x 157 nK, the interaction energy per particle
is U = kg x 4 nK, and the wavelength of the optical standing wave that forms the lattice is
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Figure 8. Phase-locking due to atomic interactions. In each case, the phase is plotted against w?
(i.e. the number of trap oscillations).

A = 850 nm. From these, we can determine the ratio of the interaction energy per particle
to the kinetic energy per particle, U/E ~ 0.03, and, by assuming that the well depth, e, is
approximately equal to the kinetic energy per particle, E, we can find the coupling rate per
oscillation

r —AE
— = exp( 5 ) ~ 0.01. (28)
w 8n-g

This means that for our simulations, we take U/Nw = 0.03 and I'/w = 0.01. As was
shown in equation (24), we need to start with a different number of atoms in each of the modes.

The result of a simulation, for modes a, b and c initially having 50, 49 and 48 atoms,
respectively, is shown in figure 8. We see that the relative phase between each pair of modes
rapidly damps to zero. For the parameters we use here, it takes about 30 trap oscillations
to stabilize to zero relative phase. Other simulations demonstrate that the rate of damping
increases with the interaction energy. For repulsive interactions, the modes lock in phase
and for attractive interactions, the modes antilock. This is consistent with the results for
measurement-induced phase establishment.

Our results show that interactions (as well as dissipation) when combined with Josephson
coupling between condensates, establish a phase. This can be explained by the modes becoming
entangled due to the coupling. Interactions have the advantage of establishing a phase for
degenerate modes. Unlike the case of dissipation, however, there must be a number asymmetry
between the modes in the initial state. Ideally, we would like a scheme that supports both, so
that a phase ‘naturally arises’ for the most symmetric initial case.
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Figure 9. Phase-locking due to interactions and dissipation. There are initially 50 atoms in each
mode and the system parameters closely match experiments (see text). The phase is plotted against
the unitless quantity «7.

4.3. Dissipation and interactions

In a full realistic model, there will be interactions between atoms as well as dissipation from the
condensate modes. In this section, we wish to see whether, by including both effects, phase-
locking arises for all cases: notably for the most rigorously symmetric case of degenerate
modes in equal number states.

Our simulation process is the same as in section 4.1, but with the nonlinear terms included
in the Hamiltonian, as in (27). We take the experimental parameters as outlined in section 4.2,
with the dissipation rate as an additional parameter. It was noted in [6] that this rate was much
smaller than the coupling rate. So, for our simulations, we take x /o = 0.001.

When we include dissipation as well as interactions, we can start with degenerate modes
each in the same number state. The result for one trajectory, with 50 atoms initially in each
mode, is shown in figure 9. For repulsive interactions, the modes lock in phase for each
trajectory. This means that the phases lock on the ensemble average and we do not have
to make a measurement for this process to occur. For attractive interactions, the phases of
adjacent modes antilock. Again, this is consistent with our previous results.

We see that the phase-locking is not as rapid or as clean as for the case of interactions
alone. For the parameters used here, it takes about 300 trap oscillations for the phases to lock as
compared with about 30 for no dissipation. This can be explained by the fact that the dissipation
corrupts the entanglements between the modes and so degrades the phase relationship between
them.

Since we have shown that phases lock (or antilock) for the most symmetric system, we
know that this is true for all initial states. We have shown that Josephson-coupled condensate
modes with repulsive interactions and dissipation will always lock in phase, independent of
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the initial state. This is a powerful result and explains the experimental observations of the
mode-locked atom laser [6].

5. Conclusions

We have seen that a transfer of population between two modes leads to a relative phase
between them due to entanglement and that this phase is not necessarily zero. A study of
this transfer process shows how we could predict and control the phase of the output pulses
from an atom laser and the position of interference fringes in interferometry schemes involving
condensates.

By extending these ideas, we have studied the effect on a chain of coupled condensates of
making measurements which establish a phase at one of the lattice sites. Our simulations show
that the system always relaxes into one of the eigenstates of the system and which eigenstate
this is depends on the sign of the interatomic interactions. These results should be able to be
extended to a long chain of condensates, which may allow us to demonstrate a mechanism by
which phase information is transported across a condensate with finite spatial extent.

Finally, we have considered mechanisms by which a phase naturally arises for the case
of degenerate modes initially in equal number states. We have found that dissipation alone is
enough to lock the phases for all but the case of degenerate modes and that atomic interactions
alone are enough for all but the case of equal atom numbers. By combining these, we have
seen that phase-locking occurs for all systems where both processes are present.

Our findings in this last section are threefold. Firstly, by considering a model that closely
matches the mode-locked atom laser of Anderson and Kasevich, we have demonstrated a
mechanism by which the phases of the condensate modes lock and that this is completely
independent of the initial state of the system. Secondly, we have demonstrated a system where
the phase persists even on the ensemble average. Thirdly, we have provided an example of a
system for which we would expect relative phases to occur naturally due to dissipation and
interactions. This is in agreement with observation of such systems and is a significant advance
on previous proposals which have required a measurement on a pair of condensates to create
a relative phase between them.
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